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Outline 
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¨  Bilingual representation 
¤ We use it for cross-lingual classification task 

¨  The models 
¤ Binary bag-of-words reconstruction training 
¤ Tree-based decoder training   

¨  Cross-lingual classification task 
¨  The data 
¨  The results 



Bilingual representation 
4 

¨  We want to learn text representation that is invariant 
to the language 
¤ Same text in two different languages  
¤ Same representation 

¨  To do this we learn vectorial word representation 
 

 
 



Bilingual representation: Cross-
lingual classification task 
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¨  We want to classify documents for one language 
¨  Labeled data available in an other language 

 

 

 

 

 

Image from Sarath Chandar 



Bilingual representation 
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¨  Vectorial representation 
 

¨  Text representation = sum of word vectors 



Bilingual representation 
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¨  We use corpus of aligned sentences for languages x 
and y 



The models  
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¨  We explore autoencoders to learn the vectorial 
representation of the words 

¨  Two types of autoencoders 
¤ Predict a binary bag-of-words 
¤ Predict a multinomial representation of the text  

¨  Word alignment is not needed  

¨  We use one language to predict the other 
 



Binary bag-of-words reconstruction training     
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¨  Use a binary bag-of-words representation 
¨  Encoder 

¨  Decoder 

¨  Cross entropy for the objective function 



Binary bag-of-words reconstruction training   
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Tree-based decoder training     
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¨  Encoder 

¨  Decoder: Probabilistic binary tree for computing 

¤ Each leaf of the tree is a word 

¨  Minimize the negative log probability 



Tree-based decoder training     
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The models     
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¨  Reconstruction 
¤ x to x 
¤ y to y 
¤ x to y 
¤ y to x 

¨  We can take advantage of unaligned data 

¨  Maximize the correlation between the dimensions of 
the embedding's learned between languages 



Cross-lingual classification task 
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¨  We use the bilingual representation learned 

¨  We want to classify documents for one language 
¨  Labeled data available in an other language 

¤ Learn a classifier with one language 
¤ Apply that classifier on the other language 



Classification task 
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Data 
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¨  Europarl 
¤ Transcript of the European parliament debate translated 

in multiple languages  
¤ Dataset for learning the bilingual representation 
¤ Each example is a pair (x, y) of the same sentence in two 

different language 
 

¨  Data: Reuters RCV1/RCV2 
¤ Dataset for learning the classifier 
¤ Different documents labeled for each language 



Results 
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¨  Cross-lingual classification accuracy for 3 different pairs of 
languages, with 1000 labeled examples. 



Results 
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¨  Cross-lingual classification accuracy for 1000 labeled 
examples (with 500K in training set). 

EN -> DE DE -> EN 

Hermann and Blunsom 83.7% 71.4% 

BAE-cr 87.9% 76.7% 



Results 
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¨  Example English words along with the closest words both in English 
(EN) and German (DE), using the Euclidean distance between the 
embeddings learned by BAE-cr.  



NADE Language Model 
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¨  Combine two approach 
¤ DocNADE (A Neural Autoregressive Topic Model) 
¤ Neural language model 



DocNADE (A Neural Autoregressive 
Topic Model) 
 
¨  Generative model. 
¨  Multinomial observations                         . 
¨  Extract a representation     of all previous words     

for each     . 

v ∈ {1, 2,…,N}D

hi (v<i ) = sigm(c+ W:,vk
k<i
∑ )

hi v<i
vi

hi+1(v<i+1) = sigm(W:,vi
+ c+ W:,vk

k<i
∑ )
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DocNADE 
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Vectorial representation 
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NADE Language Model 
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Preliminary results 
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¨  Perplexity on AP news dataset 

Perplexity 

Mnih & Hinton 112.1 

NADE language model 113.8 



Thank you ! 
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  Question time ! 



Tree-based decoder training   
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¨  Each leaf of the tree is a word 
¨         is the sequence or nodes for the word  
¨          is the sequence of left/right choice 
¨          is the root         is its left/right choice 

l(w)
π(w)

l(w)1 π(w)1

w



Tree-based decoder training   
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¨          is the binary logistic regression for the node Vl(w)m ,: l(w)m

p(w | h) = p(π (w)m | h)
m=1

|π(w)|

∏

p(π(w)m =1| h) = sigm(bl(w)m +Vl(w)m ,:h)


